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کامپیوتر مهندسͬ دانشͺده

دقیقه ۳۰ آزمون: زمان ۱۴۰۳̸۱۲̸۱۹ − سوم آزمونک

برای و کنید تحلیل جداگانه صورت به را ادعا هر است، شده مطرح ͷلجستی رگرسیون مورد در زیر ادعاهای نمره) ۴۰) .۱
مورد هر

است. نادرست یا درست که کنید مشخص ●
کنید. توجیه ریاضͬ یا مفهومͬ دلایل با را خود پاسخ ●

کند.» گیر محلͬ کمینەهای به است ممͺن بنابراین است، محدب غیر هزینه «تابع :۱ ادعا
نیست.» وابسته ورودی دادەهای به و است ثابت هزینه تابع ه˼سین «ماتریس :۲ ادعا

کرد.» استفاده گرادیان روش های از ͬ توان نم بنابراین نیست، مشتق پذیر هزینه «تابع :۳ ادعا
است.» معین مثبت همیشه هسین چون است محدب قطعͬ بەصورت هزینه «تابع :۴ ادعا

پاسخ:

یا (ⅼikeⅼihooⅾ) درست نمایی منفͬ پایەی بر که ͷلجستی رگرسیون در هزینه تابع است. نادرست ادعا این اول: ادعا
گرادیان و دارد وجود سراسری کمینەی ͷی فقط بنابراین است. محدب تابعͬ ͬ شود، م تعریف متقاطع آنتروپی خطای همان

برسد. بهینه جواب به خوبی به ͬ تواند م نزولͬ
ͷی S آن در که H = X⊤SX با است برابر ͷلجستی رگرسیون در هزینه تابع هسین است. نادرست ادعا این دوم: ادعا
و مدل پارامترهای به مقادیر این ͬ شوند. م تعریف hθ(x

(i))(1 − hθ(x
(i))) صورت به آن عناصر و است قطری ماتریس

نیست. ثابت هسین بنابراین وابستەاند، دادەها
داخلͬ ضرب و لͽاریتمͬ سیͽموید، توابع ترکیب از ͷلجستی رگرسیون هزینه تابع است. نادرست ادعا این سوم: ادعا
نزولͬ گرادیان مثل روش هایی از استفاده و است مشتق پذیر نیز تابع کل بنابراین هستند. مشتق پذیر ͬͽهم که شده تشͺیل

است. امͺان پذیر کاملا́
صورت، این در باشد. کامل رتبه دارای X یعنͬ (طراحͬ) ͬ ها ویژگ ماتریس ͬ که بەشرط است درست ادعا این چهارم: ادعا
یͺتا کمینەی وجود و هزینه تابع قطعͬ بودن محدب تضمین کنندەی موضوع این و بود خواهد معین مثبت هزینه تابع هسین

است.

است: شده داده شما به زیر مجموعەدادۀ کنید فرض نمره) ۳۰) .۲

نمونه شماره X1 X2 Y
1 5 1 −1
2 −2 −2 +1
3 1 −1 +1
4 −3 1 −1



ماشین یادگیری ۳درس از ۲ صفحه

θT = صورت به اولیه وزن های کنید فرض کنید. اجرا داده این روی را (Perceptron) پرسپترون الͽوریتم ͬ خواهیم م
ͬ کنیم. م بررسͬ شمارەشان ترتیب به را نمونەها تمام ما و ͬ باشند م b = 0 بایاس ،[0, 0]

مشخص مرحله هر در را ها وزن و دهید ادامه شوند بندی طبقه درستͬ به ها نمونه تمام که ای مرحله اولین تا را الͽوریتم
کنید.

پاسخ:

θ1 = [−5,−1], b1 = −1

θ2 = [−5,−1], b2 = −1

θ3 = [−4,−2], b3 = 0

θ4 = [−1,−3], b4 = −1

است. بهینه بیز بند طبقه که کنیم ثابت میخواهیم سوال این در نمره) ۳۰) .۳
با را ۱ کلاس به نقطه ͷی تعلق پسین̞ احتمال تابع و باشد Y = {0, 1} ها کلاس مجموعە کنید فرض

η(x) = Pr(Y = 1 | X = x)

ͬ دهیم. م نشان
ͬ کنیم: م تعریف زیر بصورت را خطا

R(h) = EXY

(
Ih(X) ̸=Y

)
ͬ کند. م کمینه را عبارت این hbayes که کنید ثابت است. دلخواه بند طبقه ͷی h که

بͽیرید: ͷکم زیر تساوی از راهنمایی:

EXY

(
Ih(X) ̸=Y

)
= EXEY |X

(
Ih(X) ̸=Y

)
پاسخ:

ͬ شود: م تعریف زیر صورت به بیز طبقەبند

hBayes(x) =

{
1 ifη(x) = Pr(Y = 1 | X = x) ≥ 1

2

0 eⅼse

است: طبقەبندی خطای کردن کمینه ما هدف

R(h) = EXY

(
Ih(X) ̸=Y

)
شده: داده راهنمایی از استفاده با

R(h) = EXEY |X
(
Ih(X) ̸=Y

)
با: است برابر شرطͬ خطای ،X = x از مشخص مقدار هر برای

EY |X=x

(
Ih(x) ̸=Y

)
=

{
η(x) ifh(x) = 0

1− η(x) ifh(x) = 1
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باشد: داشته بیشتری احتمال که کند انتخاب را برچسبی که است آن بهینه طبقەبند پس

hBayes(x) = arg min
y∈{0,1}

Pr(Y ̸= y | X = x)

R(h) خطا کل ،x مقادیر تمام روی میانگین گیری با و ͬ کند، م کمینه را شرطͬ خطای x نقطه هر در طبقەبند این نتیجه در
ͬ کند. م کمینه را


